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Input image

High-resolution Full-body textured meshes with detailed appearance 

This is a caucasian man with short black hair and beard, wearing a blue T-shirt, blue jeans and boots 
🤖 

Figure 1. Given a single image, TeCH reconstructs a lifelike 3D clothed human. “Lifelike” refers to 1) a detailed full-body geometry,
including facial features and clothing wrinkles, in both frontal and unseen regions, and 2) a high-quality texture with consistent color and
intricate patterns. The key insight is to guide the reconstruction using a personalized Text-to-Image (T2I) diffusion model and textual infor-
mation derived via visual questioning answering (VQA). Multi-view supervision is established through Score Distillation Sampling (SDS).

Abstract

Despite recent research advancements in reconstruct-
ing clothed humans from a single image, accurately restor-
ing the “unseen regions” with high-level details remains
an unsolved challenge that lacks attention. Existing meth-
ods often generate overly smooth back-side surfaces with
a blurry texture. But how to effectively capture all visual
attributes of an individual from a single image, which are
sufficient to reconstruct unseen areas (e.g. the back view)?
Motivated by the power of foundation models, TeCH re-
constructs the 3D human by leveraging 1) descriptive text
prompts (e.g. garments, colors, hairstyles) which are auto-
matically generated via a garment parsing model and Vi-
sual Question Answering (VQA), 2) a personalized fine-
tuned Text-to-Image diffusion model (T2I) which learns the

*These authors contributed equally to this work.

“indescribable” appearance. To represent high-resolution
3D clothed humans at an affordable cost, we propose a hy-
brid 3D representation based on DMTet, which consists of
an explicit body shape grid and an implicit distance field.
Guided by the descriptive prompts + personalized T2I diffu-
sion model, the geometry and texture of the 3D humans are
optimized through multi-view Score Distillation Sampling
(SDS) and reconstruction losses based on the original ob-
servation. TeCH produces high-fidelity 3D clothed humans
with consistent & delicate texture, and detailed full-body
geometry. Quantitative and qualitative experiments demon-
strate that TeCH outperforms the state-of-the-art methods
in terms of reconstruction accuracy and rendering quality.
The code will be publicly available for research purposes at
huangyangyi.github.io/TeCH
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1. Introduction
High-fidelity 3D digital humans are crucial for various ap-
plications in augmented and virtual reality, such as gam-
ing, social media, education, e-commerce, and immersive
telepresence. To facilitate the creation of digital humans
from easily accessible in-the-wild photos, numerous ap-
proaches focus on reconstructing a 3D clothed human shape
from a single image [12, 38, 39, 46, 67, 72, 102–104, 119–
121, 136]. However, despite the advancements made by
previous approaches, this specific problem can be consid-
ered ill-posed due to the lack of observations of non-visible
areas. Efforts to predict invisible regions (e.g. back-side)
based on visible visual cues (e.g. colors [5, 46, 103], normal
estimates [104, 120, 121]) have proven unsuccessful, result-
ing in blurry texture and smoothed-out geometry, see Fig. 8.
As a result, inconsistencies arise when observing these re-
constructions from different angles. To address this issue,
introducing multi-view supervision could be a potential so-
lution. But is it feasible given only a single input image?
Here, we propose TeCH to answer this question. Unlike
prior research that primarily explores the connection be-
tween visible frontal cues and non-visible regions, TeCH
integrates textual information derived from the input im-
age with a personalized Text-to-Image diffusion model, i.e.,
DreamBooth [101], to guide the reconstruction process.

Specifically, we divide the information from the single
input image into the semantic information that can be accu-
rately described by texts and subject’s distinctive and fine-
detailed appearance which is not easily describable by text:
1) Describable semantic prompts, including the detailed
descriptions of colors, styles of garments, hairstyles, and
facial features, are explicitly parsed from the input image
using a garment parsing model (i.e. SegFormer [117]) and
a pre-trained visual-language VQA model (i.e. BLIP [65]).
2) Indescribable appearance information, which implic-
itly specifies the subject’s distinctive appearance and fine-
grained details, is embedded into a unique token “[V ]”, by
a personalized Text-to-Image (T2I) diffusion model [101].

Based on these information sources, we optimize the
3D human using multi-view Score Distillation Sampling
(SDS)[94], reconstruction losses based on the original ob-
servations, and regularization obtained from off-the-shelf
normal estimators, to enhance the fidelity of the recon-
structed 3D human models while preserving their original
identity. To represent a high resolution geometry at an af-
fordable cost, we propose a hybrid 3D representation based
on DMTet [32, 106]. This hybrid 3D representation com-
bines an explicit tetrahedral grid to approximate the overall
body shape and implicit Signed Distance Function (SDF)
and RGB fields to capture fine details in geometry and tex-
ture. In a two-stage optimization process, we first optimize
this tetrahedral grid, extract the geometry represented as a
mesh, and then optimize the texture.

TeCH enables the reconstruction of high-fidelity 3D
clothed humans with detailed full-body geometry, and intri-
cate textures with consistent color and patterns. As a result,
it facilitates various downstream applications such as novel
view rendering, character animation, and shape & texture
editing. Quantitative evaluations performed on 3D clothed
human datasets, covering various poses (CAPE [93]) and
outfits (THuman2.0 [126]), have demonstrated TeCH’s su-
periority in reconstructing geometric details. Qualitative
comparisons conducted on in-the-wild images, accompa-
nied by a perceptual study, further confirm that TeCH
surpasses SOTA methods in terms of rendering quality.
The code will be publicly avaiable for research purpose at
huangyangyi.github.io/TeCH

2. Related Work
TeCH reconstructs a high-fidelity clothed human from a
single image, and imagine the missing parts through the aid
of descriptive prompts and a personalized diffusion model.
We relate TeCH to both image-based human reconstructors
(Sec. 2.1) and 3D human generators (Sec. 2.2). Human re-
constructors could be grouped as: 1) Explicit-shape-based,
2) Implicit-function-based, and 3) NeRF-based methods.
The human generators are categorized w.r.t. their training
data: 1) directly learned from 3D real captures or 2) in-
directly learned from large-scale 2D images. In addition,
there is a line of image-to-3D works focusing on general
objects, which will be discussed in Sec. 2.3.

2.1. Image-based Clothed Human Reconstruction

Explicit-shape-based Methods. Human Mesh Recovery
(HMR) from a single RGB image is a long-standing prob-
lem that has been thoroughly explored. A lot of meth-
ods [26, 53, 56–59, 64, 66, 68, 129, 131] use mesh-based
parametric body models [51, 78, 92, 123] to regress the
shape and pose of minimally-clothed 3d body meshes.
To account for the 3D garments, 3D clothing offsets [1–
4, 63, 116, 139] or deformable garment templates [9, 49]
are used on top of a body model. Also, non-parametric ex-
plicit representations, such as depth maps [29, 108], normal
maps [121], and point clouds [127] could be leveraged to
reconstruct the clothed human. However, explicit shapes of-
ten suffer from restricted topological flexibility, particularly,
when dealing with outfit variations in real-world scenarios,
e.g., dress, skirt, and open jackets.

Implicit-function-based Methods. Implicit represen-
tations (occupancy/distance field) are topology-agnostic,
thus, can represent 3D clothed humans, with arbitrary
topologies, such as open jackets and loose skirts. A line
of works regresses the free-form implicit surface in an end-
to-end manner [5, 103, 104], leverages a 3D geometric
prior [12, 21, 38, 39, 46, 72, 120, 124, 136], or progressively
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(c) SMPL-X initialized
hybrid 3D representation

"a [V] man, brown short hair, caucasian, [V] blue shirt, [V] khaki pants, socks, standing up, goatee beard"

DreamBooth

BLIP

garments styles,
    colors, hairstyle, ...

"the photo of a [V] man"

Text guidance

(a) Parsing human image

(b) Embedding subject details

RGB normal 

(d) High-quality textured meshes 
Normal
Estimator

SegFormer

Figure 2. Method overview. TeCH takes an image I of a human as input. Text guidance is constructed through (a) using garment parsing
model (SegFormer) and VQA model (BLIP) to parse the human attributes A with pre-defined problems Q, and (b) embedding with subject-
specific appearance into DreamBooth D′ as unique token [V ]. Next, TeCH represents the 3D clothed human with (c) SMPL-X initialized
hybrid DMTet, and optimize both geometry and texture using LSDS guided by prompt P = [V ] + PVQA(A). During the optimization,
Lrecon is introduced to ensure input view consistency, LCD is to enforce the color consistency between different views, and Lnormal serves as
surface regularizer. Finally, the extracted high-quality textured meshes (d) are ready to be used in various downstream applications.

builds up the 3D human using a “sandwich-like” structure
and implicit shape completion [121]. Among these works,
PIFu [103], ARCH(++) [39, 46], and PaMIR [136] infer
the full texture from the input image. PHORHUM [5] and
S3F [21] additionally decompose the albedo and global il-
lumination. However, the lack of multi-view supervision
often results in depth ambiguities or inconsistent textures.

NeRF-based Methods. There is a separate line of research
that focuses on optimizing neural radiance fields (NeRF)
from a single image. SHERF [43] and ELICIT [45] op-
timize a generalized human NeRF, incorporating model-
based priors (SMPL-X [92]). While SHERF complements
missing information from partial 2D observations, ELICIT
leverages appearance prior from CLIP [97].

2.2. Generative Modeling of 3D Clothed Humans

3D Human Generator Trained on 3D Data. Statistical
body models [51, 78, 92, 123] can be considered as 3D gen-
erative models of the human body. These models are trained
on numerous 3D scans of minimally-clothed bodies, and
can generate posed bodies with varying shapes, but with-
out clothing. To account for the outfits, CAPE [79] learns a
clothing offset layer based on the SMPL-D model, from reg-
istered human scans, Chupa [55] “carves” the SMPL mesh
by dual normal maps generated by pose-conditioned dif-
fusion model; Alternatively, gDNA [17], NPMs [88], and
SPAMs [89], learn the implicit clothed avatars from nor-
malized raw captures (i.e., scans, depth maps). Unfortu-
nately, all the aforementioned methods to learn generative
3D humans with diverse shapes and appearances require
3D data, which is both limited and expensive to acquire.
Rodin [113] has recently employed large-scale 3D syn-
thetic head avatars in combination with a diffusion model

to develop a high-fidelity head avatar generator. How-
ever, the scarcity of datasets containing real 3D clothed hu-
mans [11, 18, 47, 126, 135] limits the model’s generaliza-
tion ability and may lead to overfitting on small datasets.

3D Human Generator from 2D Image Collections. In
contrast to 3D data, large-scale 2D human images are
widely avaible from DeepFashion [34, 77], SHHQ [28]
and LAION-5B [105]. Related human generators repre-
sent 3D humans using meshes [36, 40, 50], DMTet [33],
Tri-planes [8, 25, 85, 109, 132], implicit functions [118],
or neural fields [13, 41, 60, 128]. Some methods adapt
GANs [54] by integrating diff-renderer [8, 25, 36, 85,
109, 110, 118, 132], while others leverage diffusion mod-
els [13, 40, 44, 60, 130]. Despite the demonstrated quality
of these methods in generating textured avatars, a signifi-
cant gap still exists in achieving “lifelike” avatars with de-
tailed geometry and texture, consistent with the input.

In contrast, TeCH excels at generating “lifelike” 3D
characters from a single image, incorporating consistent
texture with intricate patterns like checkered or overlapped
designs. It relies on a pretrained diffusion model which is
trained on a billion-level data, LAION-5B [105], and offers
the ability to imagine the non-visible regions, guided by
descriptive prompts. Furthermore, it leverages the image-
based reconstruction approach to faithfully reconstruct the
visible regions from a single input image.

2.3. Image-to-3D for General Objects

Lifting 2D to 3D for general objects is a longstanding
problem with valuable explorations. Here, we mainly fo-
cus on diffusion-guided approaches. Initially, CLIP [97]
semantic consistency loss [48], Score Jacobian Chaining
(SJC) [112] and Score Distillation Sampling (SDS) [94]
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What is the color of the tank top?

What is the style of the tank top?

tank topWhat upper-clothes is the person wearing?

black and white

sleeveless

...

... wearing a black and white sleeveless tank top, ...

(a) Descriptive prompt 

Background augmentation

DreamBooth

(b) Subject-specific generation from [V] 
Segmentation

Figure 3. Prompt construction (P = PVQA + [V ]). (a) In-
quire VQA model with predefined questions on individual ap-
pearance to construct describable prompts PVQA. (b) Fine-tuned
DreamBooth with background-augmented images to embed inde-
scribable subject-specific details into unique identifier [V ].

are proposed to leverage pretrained 2D diffusion models
for 3D content generation. Subsequently, there is a line of
works [22, 81, 98, 111, 122] that address this problem, by
incorporating textural inversion [30], DreamBooth [101],
CLIP-guided diffusion prior, depth prior, and reconstruction
loss. In addition to aforementioned “reconstruct via multi-
view SDS” scheme, recent attention has been drawn to the
“reconstruct via direct view-conditional generation” [14,
75, 76, 95, 114, 138]. In contrast, TeCH aims to recover
pixel-aligned models with intricate texture, even in non-
visible regions, which is a challenging scenario where ex-
isting solutions have not shown promising results.

3. Method

Given a single image as input, TeCH aims at reconstruct-
ing a high-fidelity 3D clothed human. Here, “high-fidelity”
refers to the inclusion of consistent texture with intricate
patterns, as well as detailed full-body geometry. To achieve
this, TeCH follows a two-step procedure: Firstly, a text
prompt that describes the human in the input image is
obtained via the human parsing model SegFormer [117]
and the VQA model BLIP [65] (Sec. 3.1). This descrip-
tive prompt is used to guide the generation process in
DreamBooth [101], a personalized Text-to-Image diffusion
model fine-tuned on augmented input images. Secondly,
the 3D human, which is represented as hybrid DMTet and
initialized with SMPL-X (Sec. 3.2), is optimized with SDS
losses [94] computed from the personalized DreamBooth
(Sec. 3.3). The Score Distillation Sampling (SDS) loss has
been introduced in DreamFusion [94] for the task of Text-
to-3D generation of general objects, by optimizing a neural
radiance field (NeRF) with gradients from a frozen diffu-
sion model. In our case, we utilize the SDS loss to guide
the reconstruction of a 3D human from a single input image,
employing a multi-stage optimization strategy (Sec. 3.3) to
get a consistent alignment of geometry and texture.

Figure 4. The effects of text guidance. We compare the effective-
ness of using only VQA descriptions (TeCHvqa), only DreamBooth
identity token (TeCHdb), and both of them (TeCH).

3.1. Extracting Text-guidance from the Observation

Parsing human attributes. As depicted in Fig. 3, given
the input image of a human, SegFormer [117], which is
fine-tuned on ATR dataset [70, 71], is applied to recognize
each part of the garments (e.g. hat, skirt, pants, belt, shoes).
To obtain detailed descriptions (i.e. color and style) of
the parsed garments, we utilize the vision-language model
BLIP [65] as VQA captioner. This model has been pre-
trained on a vast collection of image-text pairs, enabling it
to automatically generate descriptive prompts. Rather than
using naive image captioning, we employ a series of fine-
grained VQA questions {Qi} (see Appx.’s Sec. B) as input
to BLIP. These questions cover garment styles, colors, facial
features, and hairstyles, with the corresponding answers de-
noted as {Ai}. The set of {Ai} will be inserted into a pre-
defined template to create text prompts PVQA, which will
serve as text-guidance to condition the text-to-image diffu-
sion model, recap the full method overview in Fig. 2.

Embedding subject-specific appearance. Does the text
prompt PVQA comprehensively capture all the visual char-
acteristics of the subject? No, a picture is worth a thousand
words. Thus, we utilize DreamBooth [101] to learn the in-
describable visual appearance. DreamBooth is a method
for “personalizing” a diffusion model through few-shot tun-
ing (3∼5 images). We perform DreamBooth’s fine-tuning
on a pre-trained Stable Diffusion (v1.5) as the base model.
To generate the needed inputs, we augment the single input
image with five different backgrounds, as shown in Fig. 3.
To prevent language drift, we assign the subject classes
“man” or “woman” based on the gender determined by the
VQA. After fine-tuning DreamBooth, the subject-specific
distinctive appearance is encoded within a unique identi-
fier token “[V ]”. We insert “[V ]” into the prompt PVQA, to
construct the final text prompt P used by the personalized
DreamBooth D′. In Fig. 4, you can see how these individual
prompts contribute to the final appearance.
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Figure 5. (a) Top depicts the impact of specific elements within the textual guidance, such as garment styles & colors, hairstyle, facial
features, and the placement & inclusion of “[V ]”. (b) Bottom demonstrates that TeCH facilities text-guided garment color editing.

Deeper analysis of description P . In Fig. 5 (a), we first
show the impact of individual elements within the text
prompt, including garment styles & colors, hairstyle, and
face, which guide the model to recover the appearance of
each attribute of the clothed human. The first column shows
that a basic class description alone cannot effectively guide
the reconstruction process. However, in the subsequent
columns, text guidance incorporating detailed descriptions
of clothing proves successful in accurately reconstructing
the structure of clothed humans. Furthermore, with addi-
tional information regarding colors and hairstyles, the char-
acters reconstructed by TeCHvqa exhibit greater semantic
consistency with respect to the input view. However, merely
relying on VQA descriptions is insufficient for generating a
“convincingly fake” appearance.

Only using the DreamBooth guidance (TeCHdb), helps to
recover original garment patterns, which demonstrates that
DreamBooth has a high-level understanding of texture pat-
terns. However, it sometimes will diffuse the patterns to
the entire human. By combining “[V ]” with the VQA pars-
ing text prompts PVQA, TeCH produces remarkably realis-
tic texture with consistent color and intricate patterns.

In Fig. 5 (b), we also demonstrate some text-guided
garment color editing examples based on a fine-tuned
DreamBooth model D′ and subject-specific token “[V ]”.

3.2. Hybrid 3D Representation

To efficiently represent the 3D clothed human at a high res-
olution, we embed DMTet [32, 106] around the SMPL-X
body mesh [86]. Specifically, we construct a compact

tetrahedral grid (Vshell, Tshell) within an outer shell Mshell,
shown in Fig. 2-(c). Compared to the DMTet cubic-based
tetrahedral grid, the outer shell tetrahedral grid is more com-
putationally efficient for high-resolution geometry model-
ing of a human. Using PIXIE [26], we estimate an initial
body Mbody. To create Mshell, a series of mesh dilation,
down-sampling, and up-sampling steps are applied to the
body mesh Mbody (see details Sec. C of Appx.).

We use two MLP networks Ψg,Ψc with hash encod-
ing [83], parameterized by ψg and ψc to learn the geometry
and color separately. The geometry network Ψg predicts the
SDF value Ψg(vi) = s(vi;ψg) of each DMTet vertex vi. It
is initialized by fitting it to the SDF of Mshell:

Linit =
∑
pi∈P

∥s(pi;ψg)− SDF(pi)∥22 , (1)

where P = {pi ∈ R3} is a point set randomly sampled near
Mshell, and SDF(pi) is the pre-computed pointwise SDF.
Triangular meshes can be extracted from this efficient hy-
brid 3D representation by Marching Tetrahedra (MT) [24]:

M = MT(Vshell, Tshell, s(Vshell;ψg)). (2)

Given the camera parameters k, the generated mesh is ren-
dered through differentiable rasterization R [62], to get
the back-projected 3D locations P(M,k), rendered mask
M(M,k), and rendered normal image N (M,k)

R(M,k) = (P(M,k),M(M,k),N (M,k)) (3)
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The albedo of each back-projected pixel is predicted by the
color network Ψc, where ψc represents the parameters:

I ′(M,ψc,k) = Ψc(ψc,P(M,k)). (4)

As detailed in Section 3.3, we optimize this 3D repre-
sentation using a coarse-to-fine strategy by applying suc-
cessive subdivisions on the tetrahedral grids. Specifically, a
more detailed surface Msubdiv(ψg) can be obtained by ap-
plying volume subdivision on the surface tetrahedral grids
(Vsurface, Tsurface) that intersect with M(ψg). Note that the
SDF values of the refined vertices are still inferred by Ψg.

3.3. Multi-stage Optimization

We adopt a multi-stage, coarse-to-fine optimization process
to sequentially recover the subject’s geometry and texture.
In the initial stage, we utilize the tetrahedral representation
to model the subject’s geometry (Sec. 3.3.1). Next, the ap-
pearance is recovered using the mesh that is extracted from
the tetrahedral grid (Sec. 3.3.2). Both stages are leverag-
ing SDS-based losses using the personalized DreamBooth
model which provides multi-view supervision by sampling
new camera views as described in Sec. 3.3.3.

3.3.1 Geometry Stage

We optimize the geometry based on a silhouette loss Lsil us-
ing the orig. image, a text-guided SDS loss on rendered nor-
mal images Lnorm

SDS , and geometric regularization Lreg based
on pred. normals Lnorm and surface smoothness Llap:

Lgeometry = λsilLsil + λSDSLnorm
SDS + Lreg

Lreg = λnormLnorm + λlapLlap,
(5)

where λ represents the weights to balance the losses. Dur-
ing optimization of this loss, we perform a coarse-to-
fine subdivision on DMTet, to robustly produce a high-
resolution mesh for the clothed body. Specifically, the op-
timization is first performed w/o subdivision for tcoarse =
5000 iters, and then with subdivision for tfine = 5000 iters.

Pixel-aligned silhouette loss. The silhouette loss [125,
133] enforces pixel-alignment with the foreground mask S
of the input image I under the input camera view k:

Lsil = ∥S −M(M,k)∥22
+

∑
x∈Edge(M(M,k))

min
x̂∈Edge(S)

∥x− x̂∥1 . (6)

It consists of (1) a pixel-wise L2 loss over the foreground
mask S and the rendered silhouette M, and (2) an edge dis-
tance loss, based on the distance of each silhouette bound-
ary pixel x ∈ Edge(M(M,k)) to the nearest foreground
mask boundary pixel x̂ ∈ Edge(S).

Figure 6. The effects of normal regularization. Lnorm regular-
izes the surface with predicted normal images N̂front, N̂back.

SDS loss on normal images. Inspired by Fantasia3D [16],
our approach integrates normal renderings with the SDS
loss [94]. It enables TeCH to effectively capture intricate
geometric details without rendering the color image. Given
the surface normals n = N (M,k), Lnorm

SDS is defined as:

Lnorm
SDS = ∇ψg

Lnorm
SDS (n, cPnorm)

= Et,ϵ

[
wt

(
ϵ̂ϕ′(znt ; c

Pnorm , t)− ϵ
) ∂n

∂ψg

∂zn

n

]
, (7)

where cPnorm is the text condition with an augmented
prompt Pnorm. We construct Pnorm from P by adding an
extra description “a detailed sculpture of” to better reflect
the intrinsic characteristics of normal maps.

Geometric regularization. We found that relying solely
on silhouette and SDS losses may lead to the generation
of noisy surfaces, which is particularly evident for subjects
wearing complex clothing. To address this, we leverage nor-
mal estimations as an additional constraint to regularize the
reconstructed surface (see Fig. 6):

Lnorm(N̂k,n) = λnormMSE

∥∥∥N̂k − n

∥∥∥2
2
+LPIPS(N̂k, n)),

(8)

where N̂k are the front and back normal maps estimated us-
ing ICON [120] indexed by the view k (k ∈ {front,back}).
n are the corresponding differentiably rendered normal im-
ages of the 3D shape Ψg.We use a combination of LPIPS
and MSE loss to enhance the similarity between N̂k and
n. Furthermore, we utilize a regularization loss based on
Laplacian smoothing [6], represented as Llap.

Mesh extraction. We use Marching Tetrahedra [24] to ex-
tract the mesh from the tetrahedral grid. Like ECON [121],
we register SMPL-X to this mesh which allows us to trans-
fer skinning weights for reposing (see Fig. 9). In addition,
we replace the hands with SMPL-X ones which effectively
mitigates any potential artifacts introduced during reposing
which is needed in the subsequent texture generation stage.
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3.3.2 Texture Stage

Given the triangular mesh from the geometry stage, we op-
timize the full texture. To recover the consistent details and
color, even for self-occluded regions, we render both the in-
put pose (Min) and the A-pose (MA) during optimization.
The textures of Min and MA are modeled by Ψcolor in the
3D space ofMA. We optimize the texture from scratch with
ψc randomly initialized. In Fig. 7, we show the effect of this
multi-pose training. We utilize an occlusion-aware recon-
struction loss Lrecon on the input view of Min, an SDS loss
Lcolor
SDS with text guidance on rendered color images of both

Min and MA, and a color consistency regularization LCD,
with respective weights λ to balance the individual losses:

Ltexture = λreconLrecon + λSDSLcolor
SDS + λCDLCD, (9)

Note that LCD is only utilized after the full-body tex-
ture convergence (5000 iters), in an additional optimization
phase of 2000 iterations for enforcing color consistency.

Occlusion-aware reconstruction loss. To enforce pixel-
alignment, we apply an input view reconstruction loss to
minimize the difference between input image I and the
albedo-rendered image I ′(M,ψc,kI). Additionally, we
have observed that applying Lrecon to self-occluded areas
may lead to incorrect texture due to geometry misalignment.
Therefore, an occlusion-aware mask mocc is introduced to
selectively exclude the Lrecon in occluded regions.

Lrecon = mocc(λMSE ∥I − I ′(M,ψc,kI)∥
2
2

+ LPIPS(I, I ′(M,ψc,kI))),
(10)

where kI denotes the input view camera, and λMSE is a
weight to balance the two loss terms.

SDS loss on color images. To recover the full-body texture,
including unseen regions, we update ψc via SDS loss Lcolor

SDS

with text guidance. This loss is calculated based on random-
view color renderings x = I ′(ψg, ψc,k), and DreamBooth
D′ parameterized by ϕ′ and guided by text prompt P .

Lcolor
SDS = ∇ψc

Lcolor
SDS (x, c

P )

= Et,ϵ

[
wt

(
ϵ̂ϕ′(zxt ; c

P , t)− ϵ
) ∂x

∂ψc

∂zx

x

]
, (11)

where k is the camera pose, cP is the text embedding of P .

Chamfer-based color consistency loss. As mentioned
in DreamFusion [94], the SDS loss may result in over-
saturated colors which will cause a noticeable color dispar-
ity between visible and invisible regions. To mitigate this
issue, we incorporate a color consistency loss to ensure that
the rendered novel views align closely with the color distri-
butions observed in the input view. We quantify the dispar-
ity between the color distributions using a chamfer Distance

Input GT w/o w/ Input GT w/o w/ 

Figure 7. The effects of color consistency loss LCD and multi-
pose training (MA) for texture optimization. LCD corrects the
over-saturated back-side color generated by SDS, while MA im-
proves the texture quality under self-occlusion or extreme poses.

(CD) by treating the pixels from both views as point clouds
within the RGB color space:

LCD =
∑
x∈Fx

min
y∈FI

||x − y||22 +
∑
y∈FI

min
x∈Fx

||x − y||22,

(12)

where Fx and FI respectively represent the foreground pix-
els of the novel-view albedo rendering x, and the input view
I. The improvement using LCD is shown in Fig. 7.

3.3.3 Camera sampling during optimization

To optimize the 3D shape and texture using multi-view ren-
derings, cameras are randomly sampled in a way that en-
sures comprehensive coverage of the entire body by adjust-
ing various parameters. To mitigate the occurrence of mir-
rored appearance artifacts (i.e., Janus-head), we incorpo-
rate view-aware prompts (“front/side/back/overhead
view”) w.r.t. the viewing angle in the diffusion-based gen-
eration process, whose effectiveness has been demonstrated
in DreamBooth [94]. In order to improve facial details, we
also sample cameras positioned around the face, together
with the additional prompt “face of”. More details about
the camera sampling strategy are in Sec. D of Appx.

4. Experiments
We compare TeCH with state-of-the-art image-based 3D
clothed human reconstruction methods, including body-
agnostic methods, such as PIFu [103], PIFuHD [104] and
PHORHUM [5], as well as methods that utilize SMPL-
(X) [78, 92] body prior, such as PaMIR [136], ICON [120]
and ECON [121]. For a fair comparison, all methods (i.e.,
PIFu, PaMIR, ICON, ECON) utilize the same normal esti-
mator from ICON. Official PIFu, PaMIR and PHORHUM
are used to evaluate the quality of texture. For ECON,
we use ECONEX, due to its superior performance on both
“OOD poses” and “OOD outfits” cases, as reported in the
original paper [121]. Note that PHORHUM uses a differ-
ent camera model which is not compatible with our testing

7



Method 3D Metrics 2D Image Quality Metrics
CAPE THuman2.0 CAPE THuman2.0

Chamfer ↓ P2S ↓ Normal ↓ Chamfer ↓ P2S ↓ Normal ↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓
w/o SMPL-X body prior

PIFu 1.9683 1.6236 0.0623 1.9305 1.8031 0.0802 27.0994 0.9362 0.0987 23.5068 0.9296 0.1083
PIFuHD 3.2018 2.9930 0.0758 2.4613 2.3605 0.0924 - - - - - -

w/ SMPL-X body prior
PaMIR 1.3756 1.1852 0.0526 1.2979 1.2188 0.0676 27.7279 0.9456 0.0904 22.5466 0.9266 0.1082
ICON 0.8689 0.8397 0.0360 1.1382 1.2285 0.0623 - - - - - -
ECON 0.9186 0.9227 0.0330 1.2585 1.4184 0.0612 - - - - - -
TeCH 0.7416 0.6962 0.0306 1.2364 1.2715 0.0642 28.3601 0.9490 0.0639 25.2107 0.9363 0.0835

Table 1. Quantitative evaluation against SOTAs. TeCH surpasses SOTA baselines in terms of both 3D metrics and 2D image quality
metrics. This demonstrates its superior performance in accurately reconstructing clothed human geometry with intricate details, as well as
producing high-quality textures with consistent appearance.

data, thus, we use PHORHUM only for qualitative compar-
isons. More implementation details about network structure
and optimization setting can be found at Sec. E of Appx.

4.1. Models and Datasets

Off-the-shelf models. TeCH relies on multiple off-the-
shelf pre-trained models and does not need any addi-
tional training data. Specifically, we use officially re-
leased stable-diffusion-v1.5* as T2I diffusion model, which
is trained on LAION-5B, the VQA model BLIP [65] pre-
trained on 129M images from multiple datasets [15, 61,
74, 84, 87, 105] and fine-tuned on VQA2.0 [35], Seg-
Former* [117] pretrained from [10, 20, 23, 137] and fine-
tuned on ATR[69], PIXIE [26] trained on human images
from multiple datasets [19, 74, 90, 115, 140], and the nor-
mal predictor of ICON [120] trained on AGORA [91].

Datasets for evaluation. Based on the high-fidelity 3D tex-
tured scans from CAPE [79] and THuman2.0 [126], we per-
form quantitative evaluations.We follow ICON [120] to an-
alyze the robustness of reconstructions under both simple
and complex poses (150 scans from CAPE). An additional
150 THuman2.0 scans are included, which comprises 100
subjects that were manually selected to represent a diverse
range of clothing styles (e.g., open jackets, long coats, gar-
ments with intricate patterns, etc.), and 50 randomly sam-
pled subjects. The images are rendered at a resolution of
512 × 512. For qualitative comparison, we selected the
SHHQ dataset [28] due to its wide range of textures, out-
fits, and gestures. From this dataset, we randomly sampled
90 images with official mask annotations.

4.2. Quantitative Comparison

We quantitatively evaluate the reconstruction quality of ge-
ometry and appearance, using the Chamfer (bi-directional
point-to-surface) and P2S (1-directional point-to-surface)
distance, to measure the difference between the recon-
structed and ground-truth meshes. Additionally, we re-

*runwayml/stable-diffusion-v1-5
*matei-dorian/segformer-b5-finetuned-human-parsing

port the L2 Normal error between normal images rendered
from both meshes, to measure the consistency and fine-
ness of local surface details, by rotating the camera by
{0◦, 90◦, 180◦, 270◦} w.r.t. to the input view. To evaluate
the quality of the texture, we report 2D image quality met-
rics, on the multi-view colored images rendered in the same
way as the normal images, including PSNR (Peak Signal-
to-Noise Ratio), SSIM (Structural Similarity) and LPIPS
(learned perceptual image path similarity).

As shown in Tab. 1, TeCH demonstrates superior per-
formance across all 2D metrics and 3D metrics on CAPE.
This reveals that TeCH can accurately reconstruct both
geometry and texture, even for subjects with challenging
poses (CAPE) or loose clothing (THuman2.0). However,
on THuman2.0, it achieves comparable reconstruction ac-
curacy to prior-based methods. This can be attributed to
the fact that the hallucinated back-side may differ from
the ground truth while still appears realistic. A perceptual
study Tab. 2 was conducted for additional clarification. See
Sec. 4.4 of Appx. for more results on these datasets.

4.3. Perceptual Evaluation

To assess the generalization of TeCH on in-the-wild images
and evaluate the perceptual quality of our results, we con-
ducted a perceptual study using 90 randomly sampled im-
ages from the SHHQ dataset [28]. Participants were shown
videos showcasing rotating 3D humans reconstructed by
TeCH, as well as the baselines (PaMIR [136], PIFu [103],
ICON [120], ECON [121] and PHORHUM [5]). They
were asked to choose the more realistic and consistent re-
sult based on the input image. We gathered a total of 3,150
pairwise comparisons from 63 participants, uniformly cov-
ering 90 SHHQ subjects. The results in Tab. 2 show that
TeCH is preferred, both, in terms of geometry and texture.
As illustrated in Fig. 8, unlike other methods that tend to re-
construct overly smooth surfaces and blurry textures, TeCH
shows remarkable generalizability when applied to in-the-
wild images featuring diverse clothing styles and gestures.
It produces more realistic clothing, haircut, and facial de-
tails, even for unseen back-side views.
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PIFuInput PaMIR PHORHUM TeCH

PIFu PaMIR

TeCH

PIFu PaMIR

TeCH

PIFu PaMIR

PHORHUM TeCH

PHORHUM

PHORHUM

Figure 8. Qualitative comparison on SHHQ images. TeCH generalizes well on in-the-wild images with diverse clothing styles and
textures. It successfully recovers the overall structure of the clothed body with text guidance, and generates realistic full-body texture
which is consistent with the colored pattern and the material of the clothes. ü Zoom in to see the geometric details.

Preference (%, ↑) PIFu PaMIR PHORHUM ICON ECON
Geometry 88.6 87.0 81.7 97.94 90.48

Colored Rendering 95.1 93.7 93.0 - -

Table 2. Perceptual study. The percentages of user preference to
TeCH compared to other baselines are reported. Most participants
preferred TeCH in both geometry and colored rendering (texture).

4.4. More Qualitative Results

In addition to Fig. 8, we show more qualitative compar-
isons between TeCH and other baselines (PIFu [103],
PIFuHD [104], PaMIR [136], PHORHUM [5],
ICON [120], ECON [121]) on CAPE, THuman2.0,
and SHHQ [28] images (Figs. 12 to 14 of Appx.), by
visualizing multi-view surface normals, color render-
ings, and zoomed-in details. For subjects in CAPE and
THuman2.0, TeCH precisely recover the human shape
and generate high-quality details of garments and facial
features, regardless of hard poses, complex texture, loose
clothing, or self-occlusion. Also, Fig. 14 demonstrates the
strong generalizability of TeCH on in-the-wild images,
more rotating 3D humans are provided in video.

4.5. Ablation Studies

To assess the effectiveness of key designs in TeCH, we per-
form ablation studies on a 10% subset of the test set, con-
sisting of 15 subjects from THuman2.0 and 15 from CAPE.
The detailed analysis on these results is as follows:

Text guidance. Table 3-A shows that either the “VQA-
only” or “DreamBooth-only” guidance exhibit a decrease
in performance w.r.t. reconstruction accuracy (Chamfer,

Experiment settings 3D Metrics 2D Image Quality Metrics
VQA DreamBooth Lnorm LCD MA multi-stage Chamfer ↓ P2S ↓ Normal ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Ours ✓ ✓ ✓ ✓ ✓ ✓ 0.9794 0.9779 0.0466 26.7565 0.9428 0.0741
✓ ✗ ✓ ✓ ✓ ✓ 0.9959 1.0192 0.0454 26.2078 0.9405 0.0813

A. ✗ ✓ ✓ ✓ ✓ ✓ 1.0032 1.0218 0.0470 26.9602 0.9428 0.0785
✓ ✓ ✓ ✓ ✓ ✗ 0.9957 0.9963 0.0468 26.0465 0.9395 0.0775

B. ✓ ✓ ✗ ✗ ✗ ✗ 1.0882 0.9203 0.0870 - - -
C. ✓ ✓ ✓ ✓ ✗ ✓ - - - 26.6500 0.9427 0.0746

✓ ✓ ✓ ✗ ✓ ✓ - - - 26.6506 0.9425 0.0786

Table 3. Ablation study. We quantitatively evaluate the ef-
fectiveness of each component. Top two results are colored as
first second . All the factors are grouped w.r.t. their influence:

A. geometry+texture, B. geometry only, C. texture only.

P2S) and texture quality (LPIPS). Figure 4 shows that VQA
prompts help to recover the overall structure of clothing,
while DreamBooth enhances the fine details of the texture
pattern. Combining both text guidance sources yields the
best results. A detailed analysis of individual descriptive
texts (e.g., garments, hairstyles, etc.) is in Fig. 5

Geometric regularization. As shown in Fig. 6, using only
Lnorm
SDS to optimize the geometry will produce noisy arti-

facts, particularity noticeable in loose clothes. The signif-
icant increase in “Normal” error shown in Tab. 3-B echos
this. This issue can be mitigated by incorporating Lnorm at
the beginning of the optimization.

Consistent texture recovery. The results presented in
Fig. 7 demonstrate that LCD notably enhances color consis-
tency between the frontal and back sides, and ”multi-pose”
training (MA) improves texture quality when dealing with
self-occlusion scenarios. This improvement is further sup-
ported by Tab. 3-C, across all 2D image quality metrics.

Multi-stage optimization. As shown in Tab. 3-A, com-
pared to the decoupled two-stage optimization (Ours), the
joint optimization results in a performance drop across both
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3D and 2D metrics. This may be attributed to the entan-
glement of the gradients from the geometry and texture
branches during optimization. Notably, in the separate tex-
ture stage, a colored image is rendered from the extracted
mesh, saving 20% of the run time compared to joint opti-
mization, which involves rendering from the DMTet mesh.

5. Applications
5.1. Avatar animation

Following the geometry optimization phase, TeCH aligns
the clothed body mesh with the SMPL-X model, enabling
us to animate the reconstructed avatar with SMPL-X mo-
tions [80], as shown in Fig. 9 and video.

Input Animation video results

Figure 9. Animate TeCH with SMPL-X motions.

5.2. Avatar editing

The text-guided texture generation feature also allows us to
edit the texture of the generated avatars. Here, we show
stylization results with different painting styles, like “pop
art, pixel art, van gogh”. The resulting texture not
only features the desired styles but also preserves the inher-
ent appearance traits of the original character.

Original “Pop art” “Pixel art” “Van Gogh”

Figure 10. Text-guided stylization.

6. Discussion

Limitations. Despite achieving impressive results on di-
verse datasets, some failures cases still exist, see Fig. 11:
A. TeCH occasionally fails for extremely loose clothing,
this may relate to the constraint from SMPL-X-based ini-
tialization. B. mismatched pattern may occur as tattoo. C.
TeCH relies on robust SMPL-X pose estimation, which is
still an unsolved problem, especially for challenging poses.

A. Extremely loose clothes B. Mismatched patterns C. SMPL-X Failure

Figure 11. The proposed method might exhibit noisy surfaces for
extremely loose clothing, or mismatched patterns. If PIXIE [26] is
predicting a wrong initial pose, the error propagates to TeCH.

Efficiency. For each subject, training DreamBooth takes 20
min, DMTet SMPL-X initialization takes 20 min, geometry
stage (coarse-50 min, fine-50 min), mesh post-processing
takes 10 min (remeshing, SMPL-X registration, hand re-
placement), texture stage takes 140 min, 270 min in total.
Thus, our per-subject optimization process remains time-
consuming, requiring approximately 4.5 hours per subject
on a V100 GPU. Addressing these limitations is crucial to
facilitate broader applications.
Future work. Leveraging controllable T2I models [52, 82,
96, 134] may help to improve the controllability and sta-
bility of generation process. Also, how to compositionally
generate the separate components, such as haircut [107],
accessories [31], and decoupled outfits [27], is still an un-
solved problem. We leave these for future research.
Broader impact. TeCH has many potential applica-
tions Sec. 5. However, as the technique advances, it has
the potential to facilitate deep-fake avatars and raise IP con-
cerns. Regulations should be established to address these
issues alongside its benefits in the entertainment industry.

7. Conclusion
We have proposed TeCH to reconstruct a lifelike 3D clothed
human from a single image, with detailed full-body geom-
etry and high-quality, consistent texture. The core insight
is that we can leverage descriptive text prompts and person-
alized Text-to-Image diffusion models to optimize the 3D
avatar including parts that are not visible in the input. Ex-
tensive experiments validate the superiority of TeCH over
existing methods in terms of geometry and rendering qual-
ity. We believe that this paradigm of using image and tex-
tual descriptions for 3D body reconstruction is a stepping
stone also for reconstruction tasks beyond human bodies.
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Appendices
We provide an additional introduction to the preliminar-
ies (Sec. A) of TeCH. We list the VQA questions PVQA
(Sec. B). Additional implementation details to construct the
outer shell around SMPL-X (Sec. C), as well as details
on the camera sampling strategy (Sec. D) are given. Im-
plementation details of network structure and optimization
setting (Sec. E). Based on the benchmark datasets (CAPE,
THuman2.0) and in-the-wild photos used in the perceptual
studies, we present more qualitative results (Figs. 12 to 14).

A. Preliminaries

DreamBooth. Pretrained text-to-Image diffusion mod-
els [99, 100, 102] lack the ability to mimic the appearance of
subjects in a given reference set and synthesize novel rendi-
tions of them in different contexts. To enable subject-driven
image generation, DreamBooth [101] personalizes the pre-
trained diffusion model through few-shot tuning.

Specifically, for a pre-trained image diffusion model x̂ϕ,
the model takes an initial noise ϵ ∼ N (0, 1), and a text
embedding c = Γ(P ), generated by the text encoder Γ and
a text prompt P , to produce an image xgen = x̂ϕ(ϵ, c).
DreamBooth uses 3∼5 images of the same subject to fine-
tune the diffusion model using MSE denoising losses:

Ex,c,ϵ,ϵ′,t =
[
wt ∥x̂ϕ(αtxgt + σtϵ, c)− xgt∥22

+ λwt′ ∥x̂ϕ(αt′xprior + σt′ϵ
′, cprior)− xprior∥

2

2

]
(13)

Where xgt represents ground-truth images, and c is the
embedding of a text prompt with a rare token as the
unique identifier, and αt, σt, wt controls the noise sched-
ule and sample quality of the diffusion process at time
t ∼ U([0, 1]). The second term is the prior-preservation loss
weighted by λ, which is supervised by self-generated im-
ages xprior conditioned with the class-specific embedding
cprior = Γ(“a man/woman”). This loss mitigates the phe-
nomenon of language drift, where the model collapses into
a single mode by associating the class name with a particu-
lar instance, thus augmenting the output diversity.

Score Distillation Sampling (SDS). DreamFusion [94] in-
troduces Score Distillation Sampling (SDS) loss, to perform
Text-to-3D synthesis by using pretrained 2D Text-to-Image
diffusion model ϕ. Instead of sampling in pixel space, SDS
optimizes over the 3D volume, which is parameterized with
θ, with the differential renderer g, so the generated image
x = g(θ) closely resembles a sample from the frozen diffu-
sion model. Here is the gradient of LSDS:

∇θLSDS(ϕ,x = g(θ))

= Et,ϵ

[
wt (ϵ̂ϕ(z

x
t ; c, t)− ϵ)

∂x

∂θ

∂zx

∂x

]
(14)

where ϵ̂ϕ(zxt ; c, t) denotes the noise prediction of the dif-
fusion model with condition c and latent zxt of the gener-
ated image x. Such SDS-guided optimization is performed
with random camera poses to improve the multi-view con-
sistency. In contrast to DreamFusion, the 3D shape here is
parameterized with an improved DMTet instead of NeRF.

Deep Marching Tetrahedra (DMTet). DMTet [32, 106]
is a hybrid 3D representation designed for high-resolution
3D shape synthesis and reconstruction. It incorporates the
advantages of both explicit and implicit representations, by
learning Signed Distance Field (SDF) values on the ver-
tices of a deformable tetrahedral grid. For a given DMTet,
represented as (VT , T ), where VT are the vertices in the
tetrahedral grid T , comprising K tetrahedrons Tk ∈ T ,
with k ∈ {1, . . . ,K}. Each tetrahedron is defined by
four vertices {v1k, v2k, v3k, v4k}. The objective of the model
is firstly to estimate the SDF value s(vi) for each ver-
tex, then to iteratively refine the surface and subdivide the
tetrahedral grid by predicting the position offsets ∆vi and
SDF residual values ∆s(vi). A triangular mesh can be ex-
tracted through Marching Tetrahedra [24]. As noted by
Magic3D [73], DMTet offers two advantages over NeRF,
fast-optimization and high-resolution. It achieves this by
efficiently rasterizing a triangular mesh into high-resolution
image patches using a differentiable renderer [62], enabling
interaction with pre-trained high-resolution latent diffusion
models, such as eDiff-I [7], and Stable Diffusion [100].

B. VQA Questions Q
To construct the descriptive prompt PVQA, we designed
a series of questions to parse clothed human attributes.
First, we use BLIP [65] and a series of general ques-
tions Qgeneral to parse genders, facial appearance, hair
colors, hairstyles, facial hairs, and body poses. Sec-
ondly, we use SegFormer [117] to parse human garments,
consisting of 10 categories {hat, sunglasses, upper-
clothes, skirt, pants, dress, belt, shoes,
bag, scarf}, denoted as G, and use another group of
questions Qgarments to parse the attribute of each garment
g ∈ G. All the questions are listed in Tab. 4.

Empirically, we found that the BLIP [65] VQA model
tends to use 1 ∼ 3 words to answer these questions, so
we simply concatenate all the answers and remove repeated
words to construct PVQA. Note that for the CAPE dataset,
we add the dataset-specific description “hairnet” to the
guidance as it is hard to be recognized by BLIP.

C. Construction of the Outer SMPL-X Shell
To construct a compact tetrahedral grid (Vshell, Tshell), we
calculate a coarse outer shell Mshell from SMPL-X esti-
mated body mesh Mbody. Specifically, we dilate Mbody

with an offset of ∆Mbody = 0.1 and simplify the mesh
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Groups Quetions

Qgeneral

Is this person a man or a woman?
What is this person wearing?
What is the hair color of this person?
What is the hairstyle of this person?
Describe the facial appearance of this person.
Does this person have facial hair?
How is the facial hair of this person?
Describe the pose of this person.

Qgarments

Is this person wearing g?
What g is the person wearing? → d
What is the color of the d + g?
What is the style of the d + g?

Table 4. Predefined questions for parsing clothed human at-
tributes. g is the segmentation category of a part of the garments,
and d is the recognized garment category from the answer to the
second question in Qgarments.

by reducing triangle numbers by rdecimate = 90% using
quadric decimation [42]. The we generate the tetrahedral
grid (Vshell, Tshell) of this outer shell by TetGen [37] with a
maximum volume size of 5× 10−8.

D. Camera Sampling

To ensure full coverage of the entire body and the human
face, during optimization process, we sample virtual camera
poses into two groups: 1) Kbody cameras with a field of
view (FOV) covering the full body or the main body parts,
and 2) zoom-in cameras Kface focusing the face region.

The ratio Pbody determines the probability of sampling
k ∈ Kbody, while the height hbody, radius rbody, elevation
angle ϕbody, and azimuth ranges θbody are adjusted relative
to the SMPL-X body scale. Empirically, we set Pbody =
0.7, hbody = (−0.4, 0.4), rbody = (0.7, 1.3), θbody =
[−180◦, 180◦), ϕbody = {0◦}, with the Mbody propor-
tionally scaled to a unit space with xyz coordinates in the
range [−0.5, 0.5]. To mitigate the occurrence of mirrored
appearance artifacts (i.e., Janus-head), we incorporate view-
aware prompts, “front/side/back/overhead view”,
w.r.t. the viewing angle during generation process, whose
effectiveness has been demonstrated in DreamBooth [94].

In order to enhance facial details, we sample additional
virtual cameras positioned around the face k ∈ Kface, to-
gether with the additional prompt “face of”. With a prob-
ability of Pface = 1 − Pbody = 0.3, the sampling param-
eters include the view target cface, radius range rface, ro-
tation range θface, and azimuth range ϕface. Empirically,
we set cface to the 3D position of SMPL-X head keypoint,
rface = [0.3, 0.4], θface = [−90◦, 90◦] and ϕface = {0◦}.

E. Implementation Details
E.1. Network Structure

We use two networks Ψg and Ψc to predict the SDF for ge-
ometry modeling and to predict the RGB value for albedo
texture modeling, respectively. For Ψg, we use a 2-layer
MLP network with a hidden dimension of 32 and a hash po-
sitional encoding with a maximum resolution of 1028 and
16 resolution levels. During the forward process, we use
coordinates of Vshell in the normalized unit space, the ver-
tices of the tetrahedral grid as the input of Ψg to query SDF
value for each vertex.

For Ψc, we use a similar network with 1-layer MLP and
a hash positional encoding with a maximum resolution of
2048. We model the albedo texture in the canonical A-
pose 3D space. Specifically, for the post-processed result
mesh Min = (Vin, F ), we register the model with SMPL-
X, and repose it with the standard A-pose MA = (VA, F ).
During rendering, if a target pixel is projected onto a tri-
angle (viin, v

j
in, v

j
in),where(i, j, k) ∈ F of the Min. We

query the pixel color with its corresponding 3d position in
the A-pose space, calculated by interpolation of the trian-
gle (viA, v

j
A, v

j
A). Additionally, we use two 2-layer MLP

Ψg
bg,Ψ

c
bg conditioned by camera k to learn adaptive 3D

background colors for both normal map rendering N (M,k)
and color rendering I ′(M,ψc,k).

E.2. Optimization Details

In both stages of our multi-stage optimization pipeline, we
use an Adam optimizer with a base learning rate of η =
1× 10−3, and weight decay of λWD = 5× 10−4

Geometry-stage optimization. We optimize Ψg in a
coarse-to-fine manner, with tcoarse = 5000 steps w/o mesh
subdivision and tfine = 5000 steps w/ mesh subdivision.
We use a loss weight setting of λsil = 1 × 104, λSDS = 1,
λlap = 1 × 104, and a base loss weight λbasenorm = 1 × 104.
For λnorm, to ensure robust convergence of the geometry,
we start with a higher value of λnorm during each stage and
gradually decrease it using a two-round cosine annealing,
where λnorm(t) is the weight of Lnorm at the t-th iteration:

λnorm(t) =0.5λbasenorm

(
1 + cos

(
t

tcoarse
π
))

if t < tcoarse

0.5λbasenorm

(
1 + cos

(
t−tcoarse
tfine

π
))

if t ≥ tcoarse
,

(15)

Texture-stage optimization. We optimize Ψc for
ttexture = 7000 steps, with λrecon = 2×104 and λSDS = 1.
Besides, we set λCD = 0 at the beginning of the training,
and λSDS = 1 × 106 at the last tCD = 2000 iterations to
enforce color consistency.
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Figure 12. Qualitative comparison on CAPE. TeCH performs better on subjects with challenging poses.
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Figure 13. Qualitative comparison on THuman2.0. TeCH performs better regardless of hard pose, complex texture, or loose clothing.
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Figure 14. Qualitative comparison on SHHQ images. TeCH generalizes well on in-the-wild images with diverse clothing styles and
textures. It successfully recovers the overall structure of the clothed body with text guidance, and generates realistic full-body texture
which is consistent with the colored pattern and the material of the clothes. ü Zoom in to see the geometric details.
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